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Abstract
The goal of organizational security awareness programs is to
positively influence employee security behaviors. However,
organizations may struggle to determine program effective-
ness, often relying on training policy compliance metrics
(training completion rates) rather than measuring actual im-
pact. Few studies have begun to discover approaches and
challenges to measuring security awareness program effec-
tiveness, particularly within compliance-focused sectors such
as the U.S. government. To address this gap, we conducted
a mixed-methods research study that leveraged both focus
group and survey methodologies focused on U.S. government
organizations. We discovered that organizations do indeed
place emphasis on compliance metrics and are challenged
in determining other ways to gauge success. Our results can
inform guidance and other initiatives to aid organizations in
measuring the effectiveness of their security awareness pro-
grams. While the research focused on the U.S. government,
our findings may also have implications for other sectors and
countries.

1 Introduction

The goal of security awareness training programs is to help
employees recognize and appropriately respond to security
issues, improving the overall security posture of organiza-
tions [14]. Various public and private industry sectors require
or recommend annual security awareness training. For exam-
ple, the Federal Information Security Modernization Act of
2014 (FISMA) [1] - the cybersecurity law for U.S. govern-
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ment organizations - mandates the implementation of security
awareness training for all government employees and con-
tractors. The European Union’s General Data Protection Reg-
ulation requires organizations to provide similar awareness
training [4].

Organizations may collect metrics about their security
awareness programs to satisfy mandatory reporting require-
ments, justify resources, or demonstrate overall program suc-
cess. The success of security awareness programs is often
measured by the number of organizational employees com-
pleting the training, i.e., compliance to the training mandates.
However, these compliance metrics may not indicate whether
employee security behaviors and attitudes have been posi-
tively changed [2]. Indeed, prior literature and industry sur-
veys have revealed that security awareness programs often fall
short in changing behaviors, in part because they struggle with
how to measure program impact [3, 5, 10]. Without insight
into impact, security awareness programs may not be able
to identify improvements necessary for facilitating behavior
change while meeting employee and organizational needs.

Few studies have begun to discover approaches and chal-
lenges to measuring the effectiveness of organizational se-
curity awareness programs, particularly within compliance-
focused sectors. To address this gap, we conducted mixed-
methods research involving U.S. national government (fed-
eral) professionals who implement or oversee security aware-
ness programs. Focus groups with 29 total individuals in-
formed the development of a survey completed by 96 par-
ticipants. While the research looked at multiple aspects of
government security awareness programs, this paper focuses
on a subset of research questions about measuring program
effectiveness:

RQ1: How do organizations determine the effectiveness of
their security awareness programs?

RQ2: Which types of effectiveness data do managers who
oversee security awareness programs find most valuable?

RQ3: What are the challenges organizations face when try-
ing to measure effectiveness?



Our study makes several contributions. We provide unique
insights into how government security awareness programs
approach and struggle with measuring effectiveness. This un-
derstanding can serve as a resource for security awareness pro-
fessionals, organizational decision makers, and policy makers
in their efforts to improve and advocate for security awareness
programs. Results are informing the development of a formal
publication to guide government organizations in building
effective security awareness programs. While our study is
focused on the U.S. government, findings may be transferable
to security awareness programs in other sectors and countries.

2 Related Work

Measuring program success is a critical, but challenging as-
pect of security awareness programs. Unfortunately, few stud-
ies provide concrete recommendations on how to assess the
long-term effectiveness of security awareness programs be-
yond knowledge-based checks, even though knowledge is not
a guarantee of behavior [5, 7]. The lack of adequate mea-
surement may in part be due to organizations’ reliance on
compliance to awareness policies (e.g., FISMA). Compliance-
focused organizations view training completion rates as in-
dicators of success when the emphasis should instead be on
behavior change [3, 5].

For a holistic assessment, researchers suggest that organiza-
tions should use a combination of measures of effectiveness,
including: number and kinds of security incidents related
to training topics, user-initiated incident reporting, phishing
simulation click rates, views/engagement with security aware-
ness materials, and feedback from stakeholders via surveys
and interviews [2, 5, 13]. IT experts in small and medium
businesses expressed that measurement systems should take
a semi-automated approach, with a combination of metrics
retrieved by automated tools/processes and gathered via em-
ployee surveys or interviews [5]. There should be an accom-
panying visualization component for clearly communicating
metrics to stakeholders. Additionally, awareness staff should
recommend countermeasures to address perceived shortfalls.
The cybersecurity training institute, SANS, found that orga-
nizations that assess their own program against peers tend to
have greater leadership support for security awareness train-
ing, and, therefore, more success [10]. For example, a matu-
rity model, such as the five-level Security Awareness Maturity
Model [9], can serve as a peer benchmark.

3 Methodology

We conducted a sequential, mixed-methods research study
consisting of focus groups followed by a survey. Focus groups
provided an understanding of security awareness approaches
and the concepts and challenges viewed as most important by
participants. These insights then informed a follow-on survey

distributed to a larger population. Our institutional research
protections office approved the study.

3.1 Focus Groups

In the first phase, we collected qualitative data via focus
groups. We selected a multiple-category design [6] with partic-
ipants from three categories of organizations: 1) department-
level organizations (e.g., U.S. Department of Labor), 2) sub-
component agencies, which are organizations under a depart-
ment (e.g., Bureau of Labor Statistics under Department of
Labor), and 3) independent agencies, which are not in a de-
partment (e.g., Federal Trade Commission).

Participants were federal employees from diverse govern-
ment agencies who had security awareness duties or were
managers or executives who oversaw the programs within
their organizations. We identified participants via: recommen-
dations from security awareness colleagues; our professional
contacts; online security-focused government mailing lists;
and LinkedIn and Google searches.

We conducted eight virtual focus groups with 29 total par-
ticipants, representing 28 unique government organizations
(one focus group had two individuals from the same organiza-
tion). Each focus group had 3-5 participants and lasted 60-75
minutes. Two focus groups were with individuals working
in departments, three with sub-components, and three with
independent agencies. Participants provided informed con-
sent and completed an online survey to collect demographic
and organizational information. Focus group sessions were
audio-recorded and transcribed.

To start data analysis, each member of the research team
independently coded a subset of three transcripts (one from
each category of focus group) using a preliminary code list
based on the focus group questions. We added new codes as
needed and met several times to discuss codes and develop a
codebook. Coding continued until all transcripts were coded
by two researchers, who met to discuss code application and
resolve differences. The entire research team convened to
discuss overarching themes identified in the data and areas of
interest to include in the subsequent survey.

3.2 Survey

Focus group insights informed the development of an anony-
mous, online survey. The final survey included questions
about security awareness approaches and challenges. This
paper focuses on a subset of questions related to measuring
program effectiveness.

Recruitment methods and participation criteria mirrored
those in the focus groups. The survey was open for 18 days,
with 96 survey responses in the final dataset. Survey partici-
pants represented a diverse range of organizations of different
types and sizes (see Table 1 in Appendix A).



We calculated descriptive statistics of quantitative re-
sponses (presented as rounded to the nearest whole number).
We also conducted inferential statistical analysis to look for
potential differences among organizations of different types,
program sizes, and security awareness team sizes. However,
we did not find any statistically significant differences for
responses related to the measurement of effectiveness. Two
researchers performed coding for open-ended responses.

3.3 Limitations

Although we recruited participants from organizations of vary-
ing sizes and types, our participants may not represent the
full range of government security awareness programs. Our
investigation is also limited to the U.S. government, which
may have different security awareness training policies and
pressures as compared to other sectors. However, given that
security awareness training is common in many sectors, our
findings may be transferable, at least in part, to other organi-
zations.

4 Results

Since participants had the option of skipping survey questions,
we report the number of responses (n) for each survey ques-
tion. Direct quotes from the focus groups and open-ended
questions in the survey are included to further expand upon
quantitative survey results. We attribute focus group quotes
with identifiers D01-06 for participants from departments,

S01-11 for sub-components, and N01-12 for independent
agencies. Survey participants are indicated with Q01-96.

4.1 Measures of Effectiveness
We asked participants how their organizations try to measure
or determine the effectiveness of their security awareness pro-
gram (Fig. 1). Training completion rates (84%) and phishing
simulation click rates (72%) were the most popular measures
of effectiveness, followed by program audits/evaluations with
67% of participants. Less than 30% selected attendance at se-
curity awareness events, employee surveys, and online views
of security awareness materials. Four percent said that they do
not attempt to measure program effectiveness. Sixty-four per-
cent use at least five different measures, and only 4% selected
just one measure of effectiveness.

In the focus groups and survey, participants provided details
on the methods they employed to determine the effectiveness
of their security awareness programs. Training completion
rates and independent audits were used to demonstrate com-
pliance with security awareness training mandates (usually,
FISMA). Event attendance and views of online materials,
such as newsletters or videos, were also used as indicators of
reach across the organization.

Several participants indicated that their organizations made
use of informal or formal employee feedback to determine if
their security awareness efforts were perceived as valuable. A
focus group participant remarked:

“For all of our virtual events and at the end of our
training, we have surveys for all of the participants.
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Figure 1: Measures of effectiveness (n = 79)



And it gives them a rating scale and asks them, was
the training effective? Was the content effective? Was
the delivery or the presenter’s delivery effective? And
we use that feedback to measure our training” (D06).

Some participants looked for demonstrated employee be-
haviors, for example, monitoring user-generated security inci-
dent trends to determine whether certain security topics were
being translated into action by the workforce. For example, a
Chief Information Security Officer said:

“There’s two threat vectors that generally indicate how
well the user base is aware of what’s going on, partic-
ularly around improper usage and with email-based
threat vectors. So, [if] those numbers are low and it
makes sense, fantastic.” (N06)

Organizations also used phishing simulation click rates
and reporting of simulated and real-world phishing to gauge
effectiveness of phishing-related training. A focus group par-
ticipant said, “We analyze the metrics that come back from
our phishing exercises, the reporting of those. We look at the
uptick across the type of phish that we’re doing,. . . if there’s
an uptick in users interacting appropriately” (N01).

4.2 Compliance as Indicator of Success
To determine if compliance with government mandatory train-
ing requirements (e.g., as measured by training completion
rates) was regarded as the most important indicator of pro-
gram success, in the survey we asked participants to rate their
agreement with two statements on a five-point scale ranging
from strongly disagree to strongly agree (see Fig. 2).

“Among leadership, compliance is the most important indica-
tor of success”: In the first statement, participants were asked
to indicate whether they agreed that their organization’s lead-
ership thought compliance was the most important indicator
of security awareness program success. Over half of respond-
ing participants (56%) agreed or strongly agreed with this

statement, and 22% either disagreed or strongly disagreed.
In the focus groups, several participants commented on how

compliance metrics garner leadership attention, regardless
of how meaningful those might be. A security awareness
program lead commented:

“We have found that, yes, management pays attention
to things with compliance. . . We’ve also really found
audits to be effective in helping push the cause. Now,
that doesn’t identify effectiveness,. . . but it does help
increase management awareness and attention to sup-
porting these programs” (S11).

“I think compliance is the most important indicator of suc-
cess”: In the second statement, participants were asked to rate
their agreement related to their own opinion on compliance
being the most important indicator of program success. As
compared to the leadership perspective, fewer (47%) agreed or
strongly agreed with this statement and more (28%) disagreed
or strongly disagreed.

Despite almost half of survey participants believing com-
pliance is the most important indicator of success, many par-
ticipants in both the focus groups and survey voiced a concern
that compliance metrics in the form of training completion
rates, although required, do not demonstrate long-term atti-
tude or behavior change, which should be the real goals of
security awareness training: “Completion of training is one
statistic, but that doesn’t really tell you whether anything’s
sunk in. It tells you that they got through the course” (N11).

4.3 Manager Preferences

We asked participants an open-ended question about what
data would help demonstrate the effectiveness of the program
to managers. Twenty-nine participants, most of whom were
managers themselves, answered this question. Table 2 in Ap-
pendix B shows the types of data and example responses
provided by participants.
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Figure 3: Challenges determining program effectiveness

Security incidents were most frequently mentioned as valu-
able (59% of those responding to this question). However, in
the previous question on measures of effectiveness, only 41%
said that their program uses security incident data, possibly
demonstrating a gap in current measures. Phishing data (31%),
training completion rates (24%), employee feedback (21%),
and other demonstrations of employee behaviors (21%) were
among other more frequently-mentioned data types.

4.4 Challenges

We asked participants to rate challenges experienced by their
programs related to determining program success on a five-
point scale ranging from “very challenging” to “not at all
challenging” with a “does not apply” (N/A) option (Fig. 3).
The remainder of this section provides details on survey re-
sults for each challenge and includes example supporting
quotes from focus group and survey participants.

“Determining what and how to measure”: Forty-four percent
of survey participants rated determining what to measure
and how to measure program effectiveness as very or mod-
erately challenging. Only 14% rated it not at all challeng-
ing. Although most programs make at least some attempt to
determine success, almost half of focus group participants
expressed uncertainty about how to gauge effectiveness. A
program lead remarked, “How do we determine whether or
not it is effective?. . . How are we making a difference when
we educate our workforce?” (N04)

Participants expressed a desire for more government guide-
lines and standards on how to measure program effectiveness,
including what variables to measure and how to interpret train-
ing metrics. For example, a participant desired “something
standard that all the departments and agencies could actually
end up measuring. . . to try and really determine whether or
not the programs that are out there are effective or what parts
need to actually be focused on” (S01).

“Effectively presenting data to leadership”: Presenting pro-

gram data to leadership in an effective way was rated very or
moderately challenging by 37% of survey participants. Thirty
percent found it to be not challenging at all. One focus group
participant expressed frustration with not being able to con-
vince her leadership to help solve challenges faced by the
security awareness team: “I have no idea how to solve the
issues and challenges as, even though I have expressed chal-
lenges to the Department, it appears they all fall on deaf ears.”
(S09) Other participants recommended developing a robust
plan to garner leadership support:

“Write up some type of training and awareness pro-
gram plan so that you can document what it is that you
want the program to do and how you want it to work
and all of the players that would be involved so that
you can brief senior leadership on that. Because if you
don’t have their buy-in, then your program is probably
not going to go anywhere.” (D02)

“Integrating/correlating security awareness data with data
collected by other groups in my organization”: Being able
to bring together data from multiple groups to inform the
security awareness program was rated as very or moderately
challenging by 48% of survey participants. Only 11% said
they were not at all challenged with this. Focus group par-
ticipants commented on how their organizations were not
currently connecting security awareness data with security
incident data. A program lead said, “Ideally, you’d be able to
track the incidents and see based on your security awareness
and training and if your incidents are going down. We are not
doing that, probably due to lack of resources” (S06).

“Benchmarking my organization against other federal organi-
zations”: Over half (56%) of survey participants rated bench-
marking (comparing) their organization’s security awareness
program against programs in other government organizations
to be challenging. Several participants expressed a desire to
have more government-specific information as a comparison
point:



“With our phishing exercise results, I would love to
have. . . a standard way of looking at our agency or
across agencies or across departments. We could judge
apples to apples to know where we are, how we stand
up to someone else, and where we could focus our
training.” (S08)

5 Discussion

Through focus groups and a survey, we explored the ap-
proaches and challenges of U.S. government organizations
in measuring security awareness program effectiveness. In
this section, we discuss our observations about the tension be-
tween compliance and impact as well as offering suggestions
on how organizations can more effectively measure program
impact and be supported in doing so.

5.1 Compliance vs. Impact
U.S. government organizations are required to have an aware-
ness training component as part of FISMA [1]. Therefore,
it was not surprising that training completion rates were the
most common measure of effectiveness in our survey and
compliance was rated by almost half of participants as being
the most important indicator of success. The fact that com-
pliance is valued as most important is concerning because
research shows trainings that emphasize compliance may not
translate to improved employee security behaviors [2, 3, 10].

When we asked managers what data would be most helpful
to demonstrate the effectiveness of the security awareness
program, they most frequently listed behavioral data (like
phishing click rates, user security incidents). This was in
contrast to the 56% of participants who believed that their
management thinks compliance is the most important indica-
tor of success. Furthermore, as also indicated in the survey,
there were limitations in current programs for obtaining these
behavioral measures.

5.2 Supporting Organizations
We found that government organizations struggle with know-
ing what and how to measure effectiveness, with a lack of
standardization across organizations. The following are sug-
gestions for how organizations can better be supported.

Develop guidance and share lessons learned. Those govern-
ment organizations that develop security awareness guidance
and policies – e.g., National Institute of Standards and Tech-
nology (NIST) and the Office of Management and Budget –
could offer concrete advice on deliberate planning of how to
implement measures of effectiveness, standardize measures,
and provide examples of metrics to help organizations mea-
sure effectiveness. Guidance could also include how to cor-
relate data from multiple sources (viewed as challenging by

almost half of survey participants) and examples of how to
effectively present data to leadership, e.g., using visualiza-
tions and ensuring data is contextually specific [12]. Also
helpful would be the encouragement of security awareness
professionals to utilize forums for sharing lessons learned and
asking questions about measuring effectiveness, e.g., the Fed-
eral Information Security Educator’s forum [8] and the SANS
Security Awareness online community [11]. An upcoming re-
vision of an older NIST security awareness publication [14]
entitled “Building a Cybersecurity and Privacy Awareness
and Training Program” will incorporate many of these sug-
gestions.

Provide benchmarking information. Given that over half of
our participants rated benchmarking as challenging, oversight
organizations could also aggregate and share government-
specific data to allow comparisons across programs. Maturity
models like the SANS security awareness maturity model [9]
can be another possible tool for organizations to gauge how
their programs are doing.

Refocus reporting guidance. Training reporting guidance
(e.g., for FISMA) currently focused on completion rates could
be expanded to include reporting of metrics that emphasize
evidence of security outcomes. In this case, intended out-
comes are the impacts on employees’ attitudes and behaviors
(example measures are in the next paragraph).

Collect data from multiple sources. For a holistic perspec-
tive, organizations should not rely on only one metric. Rather,
they can leverage and combine a variety of different types
of metrics – both quantitative and qualitative – while ensur-
ing that these are relevant to organizational decision mak-
ers [2, 5, 13]. In addition to who and how many took training,
programs could look at demonstrations of employee behav-
iors (e.g., phishing click rates and reporting, use of secure
authentication mechanisms, user-generated security incidents,
security policy violations) and which types of employees or
organizational groups seem to have the most issues. It is also
valuable to involve employees as active contributors to the
program by collecting feedback from employees about what
is working or not working for them, e.g., via anonymous sur-
veys and focus groups. Ultimately, measures should be part
of an iterative feedback loop to continually identify areas of
concern, refocus, and improve security awareness initiatives.

Automate metrics collection. Deliberate planning of what
measures to collect should be followed by deciding how to
collect those measures. For efficiency and consistency, quan-
titative metrics can be automated as much as possible [12].
For example, organizations can leverage existing technology,
such as learning management systems, automatic phishing
reporting buttons on email clients, or security operations data
queries.



Disclaimer

Certain commercial companies are identified in this paper
to foster understanding. Such identification does not imply
recommendation or endorsement by the National Institute of
Standards and Technology, nor does it imply that the compa-
nies or products identified are necessarily the best available
for the purpose.
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Appendix A: Represented Organizations

Participants indicated their organizations’ type, size (number
of government employees), and number of people covered by
the organization’s security awareness program (government
employees and contractors).

Table 1: Organizations represented in the study

Focus
Groups Survey
(n=28)* (n=96)

Independent 42.9% 35.4%
Organization type Department 21.4% 32.3%

Sub-component 35.7% 31.3%
Less than 1,000 7.1% 17.7%
1,000-4,999 32.1% 29.2%

Organization size 5,000-9,999 10.7% 10.4%
10,000-29,999 17.9% 14.6%
30,000+ 32.2% 25.0%
Don’t know 0% 3.1%
Less than 1,000 0% 22.1%

Security awareness 1,000-4,999 25% 25.3%
program size 5,000-9,999 7.1% 7.4%

10,000-29,999 21.4% 18.9%
30,000+ 12.8% 24.2%
Don’t know 3.6% 2.1%

* There were 28 unique organizations represented in the focus
groups, with 2 participants from the same organization.
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Appendix B: Manager Preferences for Demonstrating Effectiveness

Table 2: Manager perspective - Data demonstrating security awareness program value (n = 29)

Number of
Type of Data Example Responses Participants
Security incidents “We also need incidents more granularly analyzed and categorized

as to the types of human actions/inactions that contributed, and
who, so we can adjust both general training and targeted follow-
up training with individuals (i.e. organizational and individual
needs assessment).” (Q43)

17

Phishing data “Effectiveness is generally measured by phishing reporting to
the security team or phishing clicks during a phishing exercise.”
(Q74)

9

Completion rates “Metrics for timely completion of training” (Q38) 7
Employee/user feedback “We also review feedback of the training.” (Q39) 6

“Surveys” (Q88)
Other employee “Ability to recognize areas of concern” (Q93) 6
demonstrations of behavior “Adhering to the rules of behavior” (Q39)
Data relationships “The data that would be most beneficial to demonstrate the value

and effectiveness of the security awareness program would be
the annual CSAT [cybersecurity awareness training], IT Profes-
sional/Role Based Training, and Phishing Click data graphed with
the Network Monitoring data and Helpdesk reporting data on at-
tempted non-approved access, Phishing and Spam email blocks,
and other similar type data to show and compare between user
knowledge and actions.” (Q17)

4

Training topics “Categories of questions pertaining to each area of operations
(e.g., HR, Legal, Program & Project operations, Scientific & Engi-
neering groups, IT specialties, Business Intelligence & Decision
management, etc). Topical areas help to identify the practical
application of cybersecurity across the organization and in each
phase of lifecycle management/operations.” (Q38)

4

Employee reporting “The number of staff who actually recognized an incident, report
them, and follow recommended practices. If staff don’t do these
basic things then they have not learned and the program is not
successful.” (Q30)

3

Participation “Event attendance” (Q24) 3
External data “Other federal data on compliance with training mandates” (Q41) 3

“peer agency metrics” (Q83)
Knowledge testing “Exam scores, number of times a course is repeated, most likely

failed questions, most often passed questions” (Q38)
3
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